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- Associate to it graded algebras (diagonal subalgebras) via a diagonal functor.
- Study their (commutative) algebraic properties.
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Remark. $\mathcal{R}(I)_{\Delta}$ is the homogeneous co-ordinate ring of the twisted quartic curve in the projective space $\mathbb{P}^{3}$.
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$$

Löfwall (1983): $R$ is Koszul if and only if $H_{R}(t) \cdot P_{k}^{R}(-t)=1$.
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- $R=S / I$ is Quadratic if $\operatorname{deg}\left(f_{i}\right)=2$ for all $i$.
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\end{array}
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## c.i. quadratic

(a) Kaplansky (1957), Serre (1965) - Whether Poincaré-Betti series $P_{k}(R)$ is rational? (Motivated by Tate's (1957) construction of free resolution).
(b) Fröberg (1975) - Poincaré-Betti series is rational for Koszul algebras.
(c) Anick (1980), Roos and Sturmfels (1998) - Poincaré series can be irrational.
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## Known results

Theorem (Conca, Herzog, Trung, and Valla (1997)). $\mathcal{R}(I)_{\Delta}$ is Koszul if $c \geq \frac{2 d}{3}$ and $e>0$.
Theorem (Caviglia (2009)). Let $\Delta=(1,1)$ and $I=\left\langle x_{1}^{2}, x_{2}^{2}, x_{3}^{2}\right\rangle$, then $\mathcal{R}(I)_{\Delta}$ is Koszul.
Theorem (Conca, Caviglia (2013)). Let $\Delta=(1,1)$ and $I=\left\langle f_{1}, f_{2}, f_{3}\right\rangle$ with $\operatorname{deg} f_{i}=2$, then $\mathcal{R}(I)_{\Delta}$ is Koszul.
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Bruns, Kustin and Miller (1990):
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and $I_{n}(\phi)$ is the ideal generated by maximal minors of $\phi$.
Then $J \subset R$ is geometric $m$-residual intersection of $\mathfrak{m}_{S}$, if $h t(J) \geq m$, and $h t\left(I_{n}(\phi)\right) \geq m-n+1$.
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## Diagonal Subalgebras of Residual Intersections

Ananthnarayan, Kumar and Mukundan (2018):

We describe the bigraded resolution and compute the homological invariants depth and regularity of modules in the bigraded resolution of geometric $m$-residual intersection ring $R / J$ :
i) $(R / J)_{\Delta}$ is Koszul for all $c \geq 1$ and $e \geq \frac{n}{2}$.
ii) Suppose $p>m$, then $\operatorname{depth}(R / J)_{\Delta} \geq p+n-(m+1)$ for all $\Delta$.
iii) If $p=m+1$, then $(R / J)_{\Delta}$ is Cohen-Macaulay for all $\Delta$.

Conca, Herzog, Trung, and Valla (1997): If $p=m+1$, then $(R / J)_{\Delta}$ is Cohen-Macaulay for large $\Delta$.

Thank you for your attention!

