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A B S T R A C T

Brendan McKay gave the following formula relating the average distance between pairs of vertices in a tree $T$ and the eigenvalues of its Laplacian:

$$\overline{d}_T = \frac{2}{n-1} \sum_{i=2}^{n} \frac{1}{\lambda_i}.$$  

By modifying Mohar’s proof of this result, we prove that for any graph $G$, its average distance, $\overline{d}_G$, between pairs of vertices satisfies the following inequality:

$$\overline{d}_G \geq \frac{2}{n-1} \sum_{i=2}^{n} \frac{1}{\lambda_i}. $$

This solves a conjecture of Graffiti. We also present a generalization of this result to the average of suitably defined distances for $k$ subsets of a graph.

© 2008 Elsevier B.V. All rights reserved.

1. Introduction

We only consider undirected simple graphs in this paper. For vertices $u$ and $v$ of a graph $G$, let $d_G(u, v)$ be the distance in $G$ from $u$ to $v$. Let $\overline{d}_G$ be the average of $d_G(u, v)$, that is

$$\overline{d}_G = \left( \frac{n}{2} \right)^{-1} \sum_{\{u, v\} \subseteq V(G), u \neq v} d_G(u, v).$$

Brendan McKay (see Mohar and Poljak [5]) gave the following remarkable formula connecting the average distance between vertices of a tree and the eigenvalues of its Laplacian (see [3,4] for a proof). (The definition of the Laplacian of a graph is given in Section 2.)

**Theorem 1.** Let $T$ be a tree on $n$ vertices and let $0 = \lambda_1 < \lambda_2 \leq \cdots \leq \lambda_n$ be the eigenvalues of its Laplacian. Then,

$$\overline{d}_T = \frac{2}{n-1} \sum_{i=2}^{n} \frac{1}{\lambda_i}. $$  

(1)

In this paper, we modify a proof of this theorem from [4], and derive the following theorem for general graphs.
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Theorem 2. Let \( G \) be a connected graph on \( n \) vertices and let \( 0 = \lambda_1 < \lambda_2 \leq \cdots \leq \lambda_n \) be the eigenvalues of its Laplacian. Then,
\[
\overline{d}_G \geq \frac{2}{n-1} \sum_{i=2}^{n} \frac{1}{\lambda_i}.
\]
Equality holds if and only if \( G \) is a tree.

A weaker statement, with \( \frac{1}{\lambda_i} \) instead of \( \frac{2}{n-1} \), is Conjecture 167 in [7, page 68].

In the next section, we present the definitions, notation and facts that we use in our proofs. In Section 3, we recall the proof of Theorem 1 from Mohar [4]. In Section 4, we consider general graphs and prove Theorem 2, and finally, in Section 5, we obtain a generalization concerning the average over the \( \binom{n}{k} \) suitably defined distances for a \( k \) subset of the graph.

2. Preliminaries

Let \( M \) be an \( n \times n \) real and symmetric matrix. For \( S \subseteq \{1, 2, \ldots, n\} \), let \( M_S \) be the matrix obtained by omitting from \( M \) all rows and columns whose indices appear in \( S \).

**Proposition 1.** Let \( M \) be an \( n \times n \) real, symmetric matrix. The coefficient of \( x^k \) in \( \text{char}_M(x) \triangleq \det(xI - M) \) is
\[
(-1)^{n-k} \sum_{S \subseteq \{1, 2, \ldots, n\} \setminus \{k\}} \det(M_S).
\]

**Proof.** We refer the reader to [2, page 196, Eq. 33] for a proof of this proposition. □

**The Laplacian of a graph:** Let \( G \) be an undirected simple graph with \( n \) vertices. The adjacency matrix of \( G \), denoted by \( A(G) \), is the \( n \times n \) symmetric matrix \([a_{ij}]_{i,j \in V(G)}\), whose entry \( a_{uv} \) is 1 if \( u, v \in E(G) \) and 0 otherwise. Let \( D(G) = [d_{uv}]_{u,v \in V(G)} \) be the diagonal \( n \times n \) matrix with the degrees of the vertices along the diagonal, that is, \( d_{uv} = \deg_G(v) \). The Laplacian of \( G \), denoted by \( L(G) \), is the symmetric matrix \( L = D - A(G) \). The characteristic polynomial of \( L(G) \), denoted by \( \text{char}_G(x) \), is the polynomial in one variable \( x \) with real coefficients, given by \( \det(xI - L(G)) \). The matrix \( L(G) \), is positive semidefinite and has \( n \) real eigenvalues (i.e. roots of \( \text{char}_G(x) \)): \( 0 = \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n \). It is easy to see that \( \lambda_1 = 0 \) and \( \lambda_2 > 0 \) if and only if \( G \) is connected (see Mohar and Poljak [5, Section 2.2]). Thus, \( \text{char}_G(x) = x \cdot \prod_{i=2}^{n} (x - \lambda_i) \). For \( S \subseteq V(G) \), let \( \mathcal{F}_S \) be the set of spanning forests of \( G \) that contain exactly \( |S| \) trees, where each component contains a different vertex of \( S \). Let \( \mathcal{F} \) be the set of all spanning trees of \( G \).

**Proposition 2.** (a) For \( 2 \leq k \leq n \), the coefficient of \( x^k \) in \( \text{char}_G(x) \) is
\[
(-1)^{n-k} \sum_{S \subseteq \{2, 3, \ldots, n\} \setminus \{k\}} \prod_{j \in \{2, 3, \ldots, n\} \setminus S} \lambda_j.
\]
(b) For \( S \subseteq V(G) \),
\[
|\mathcal{F}_S| = \det(L_S).
\]

**Proof.** For a proof of part (a), take the coefficient of \( x^k \) in the expansion of \( x \cdot \prod_{j=2}^{n} (x - \lambda_j) \).

For part (b), we give a proof for completeness. The case when \( |S| = 2 \) is cited in [3, page 303]. It is known (see for example [6, Theorem 2.2.12]) that \( L(G) = \text{In} \times \text{In}^t \) where \( \text{In} \) is a \( |V| \times |E| \) oriented incidence matrix. Our proof of part (b) is similar to the Binet–Cauchy Theorem (see statement below) based proof of the Matrix Tree Theorem given in [6, Theorem 2.2.12].

**Theorem 3** (Binet–Cauchy Theorem (see [6, Ex 8.6.19])). Let \( C = AB \) where \( A \) and \( B \) are \( n \times m \) and \( m \times n \) matrices respectively. Given \( S \subseteq \{m\} \) of size \( n \), let \( A_S \) be the \( n \times n \) matrix whose columns are those columns of \( A \), indexed by \( S \) and let \( B_S \) be the \( n \times n \) matrix whose rows are those rows of \( B \) indexed by \( S \). Then \( \det(C) = \sum_{S} \det(A_S) \det(B_S) \) where the summation is over all \( n \)-sized subsets of \( \{m\} \).

To apply Binet–Cauchy’s Theorem towards proving part (b), we note that we remove \( |S| = k \) vertices. Thus we need to find all \( F \subseteq E \), with \( n - k \) edges such that the \((n-k)\times(n-k)\) matrix \( \text{In}_{V-S,F} \) (which is the submatrix of \( \text{In} \) whose rows omit those rows of \( \text{In} \) indexed by \( S \) and whose columns contain the edges in \( F \)) has a non-zero determinant.

Let \( S = \{u_1, u_2, \ldots, u_k\} \). We claim that such sets \( F \) are precisely those correspondingly to elements of \( \mathcal{F}_S \). Let \( F = \{e_1, e_2, \ldots, e_{n-k}\} \) be a subset such that \( \det(\text{In}_{V-S,F}) \neq 0 \). We first note that no edge \( e_i \in F \) can be adjacent to two vertices in \( S \), as then the column in \( \text{In}_{V-S,F} \) corresponding to \( e_i \) will only have zeroes and thus force \( \det(\text{In}_{V-S,F}) = 0 \). It is simple to see that the graph \( G_F = (V, F) \) induced on the edges \( F \) cannot have cycles if we want \( \det(\text{In}_{V-S,F}) \neq 0 \). Thus each component of \( G_F \) is a tree and since \( G_F \) has \( n - k \) edges and \( n \) vertices, it has precisely \( k \) connected components (i.e. precisely \( k \) trees). We show that no two distinct vertices \( u_i, u_j \in S \), where \( i \neq j \) can be in the same component if we want \( \det(\text{In}_{V-S,F}) \neq 0 \). This is proved will imply that only those \( F \in \mathcal{F}_S \) give a non-zero determinant.

Suppose \( p = (f_1, f_2, \ldots, f_t) \) is a path from \( u_i \) to \( u_j \) contained in \( G_F \). We can assume that all intermediate vertices (that is, vertices other than \( u_i \) and \( u_j \)) are not in \( S \) (if not, we could choose an initial prefix of \( p \) with this property). Since no edge in
Proposition 1. Consider the \((n-k) \times r\) submatrix of \(L_{n-S,F}\) corresponding to the edges in \(p\). By adding the column vectors of this submatrix (in the same order as the path \(p\)) with appropriate signs, we can clearly get the zero vector and thus \(\text{det}(L_{n-S,F}) = 0\).

Thus, only the edge sets \(F \subseteq F_s\) have non-zero \(\text{det}(L_{n-S,F})\) value. It is easy to see by induction on the number of edges in \(E\) that this non-zero value is \(\pm 1\). Thus, by the Binet–Cauchy Theorem, \(\text{det}(L_s) = \sum_{F \subseteq F_s} (\pm 1)^{|F|} = |F_s|\). The proof is complete.

**Corollary 1** (Matrix Tree Theorem). Let \(S \subseteq V\) be a singleton set. Thus, \(S = \{v\}\) for some \(v \in V\) and for brevity, we write \(L_v\) instead of \(L_{\{v\}}\). Let \(F\) be the set of all spanning trees of \(G\). Applying Proposition 2(b) for this \(S\), we get \(|F| = \text{det}(L_v)\) for all \(v \in V\).

Just as we write \(L_v\) instead of \(L_{\{v\}}\), we also write \(L_{uv}\) instead of \(L_{\{u,v\}}\).

**3. Trees: Proof of Theorem 1**

This proof is just a restatement of the proof in Mohar [4, page 63]. It will be convenient to rewrite the right hand side of (1) as

\[
\left(\frac{2}{n-1}\right)^{n} \sum_{i=2}^{n} \prod_{j=2, j \neq i}^{n} \lambda_i \lambda_j.
\]

(2)

We will show that

\[
\prod_{i=2}^{n} \lambda_i = n
\]

(3)

\[
\sum_{i=2}^{n} \prod_{j=2, j \neq i}^{n} \lambda_j = \sum_{[u,v] \subseteq V(T), u \neq v} \text{det}(F_T(u,v)).
\]

(4)

The theorem follows immediately by combining (3) and (4) with (2). To show (3) and (4), we will use Propositions 1 and 2.

**Proof of (3)**: By Proposition 2(a), \((-1)^{n-1} \prod_{i=2}^{n} \lambda_i\) is the coefficient of \(x^r\) in \(\text{char}_T(x)\). By Proposition 1 this coefficient is equal to \((-1)^{n-1} \sum_{v \in V(G)} \text{det}(L_v(T))\). By Corollary 1 \(\text{det}(L_v(T)) = 1\) for all \(v \in V(T)\). Thus,

\[
\prod_{i=2}^{n} \lambda_i = \sum_{v \in V(G)} \text{det}(L_v(T)) = n.
\]

**Proof of (4)**: The coefficient of \(x^2\) in \(\text{char}_T(x)\) is precisely \((-1)^{n-2} \sum_{i=2}^{n} \prod_{j=2, j \neq i}^{n} \lambda_j\). By Proposition 2(a), this is also the sum over all \(\binom{n}{2}\) pairs \([u,v]\) \(\subseteq V(T)\) of \((-1)^{n-2} \text{det}(L_{uv}(T))\). By Proposition 2(b), \(\text{det}(L_{uv}(T))\) is equal to the number of spanning forests that have two components, one containing \(u\) and the other containing \(v\). In a tree the number of such spanning forests is precisely the distance \(d_T(u,v)\) between \(u\) and \(v\). Thus,

\[
\sum_{i=2}^{n} \prod_{j=2, j \neq i}^{n} \lambda_j = \sum_{[u,v] \subseteq V(T), u \neq v} \text{det}(L_{uv}(T)) = \sum_{[u,v] \subseteq V(T), u \neq v} d_T(u,v).
\]

**4. General graphs: Proof of Theorem 2**

We again start with the expression (2). Instead of (3) and (4), we now have

\[
\prod_{i=2}^{n} \lambda_i = \kappa \cdot n,
\]

(5)

\[
\sum_{i=2}^{n} \prod_{j=2, j \neq i}^{n} \lambda_j \leq \kappa \cdot \sum_{[u,v] \subseteq V(G), u \neq v} d_C(u,v),
\]

(6)

where \(\kappa\) is the number of spanning trees in \(G\). The equality in (5) follows from Proposition 2(a) and (b), using arguments similar to those used in the proof of (3). The proof of (6) is also similar. As before, using parts (a) and (b) of Proposition 2 we compute the coefficient of \(x^2\) in \(\text{char}_C(x)\) and conclude that

\[
\sum_{i=2}^{n} \prod_{j=2, j \neq i}^{n} \lambda_j = \sum_{[u,v] \subseteq V(G), u \neq v} \kappa_{uv},
\]

(7)
where \( \kappa_{uv} \) is the number of spanning forests of \( G \) that have two components, one containing \( u \) and the other containing \( v \). We only need to observe that \( \kappa_{uv} \leq \kappa \cdot d_c(u, v) \). Let \( p_{uv} = (e_1, e_2, \ldots, e_d) \) (\( d = d_c(u, v) \)) be the sequence of edges in a shortest path from \( u \) to \( v \). With each forest \( F \in \mathcal{F}_{uv} \), we associate a pair \((T, i) \in \mathcal{F} \times \{1, 2, \ldots, d_c(u, v)\} \), as follows. Note that there is an edge in the sequence \( p \) whose addition to \( F \) makes it connected. Let \( e_i \) be the first such edge, and let \( T \) be the spanning tree obtained by adding \( e_i \) to \( F \). It is easy to see that the map \( F \mapsto (T, i) \) is one-to-one. We thus have

\[
\kappa_{uv} = |\mathcal{F}_{uv}| \leq |\mathcal{F} \times \{1, 2, \ldots, d_c(u, v)\}| = \kappa \cdot d_c(u, v).
\]

**Only trees satisfy Theorem 2 with equality:** We have seen in Section 3 that trees satisfy the above inequality with equality. We thus have to prove the only if part of the theorem. Suppose a connected graph satisfied Theorem 2 with equality, then by the above derivation, for this graph \( G \), for all unordered pairs of vertices \( \{u, v\} \), \( \kappa_{uv} = \kappa \cdot d_c(u, v) \). This implies that the graph is a tree.

This completes the proof of Theorem 2. ■

5. A generalisation

For \( S \subseteq V \) and \( x \in V(G) \), let

\[
d_x(S) = \sum_{i \in S} \prod_{v \in S - \{x\}} d_c(x, v).
\]

Let \( d(S) \) be the minimum value of \( d_x(S) \) as \( x \) ranges over all vertices of \( G \). Note that when \( S = \{u, v\} \), \( d_x(S) = d_c(u, v) \) where \( d_c(u, v) \) is the shortest distance between \( u \) and \( v \) in the graph \( G \). Let \( \bar{d}_k(G) \) be the average of \( d(S) \) as \( S \) ranges over all subsets of \( V \) of size \( k \).

**Theorem 4.** Let \( G \) be a connected graph on \( n \) vertices whose Laplacian has eigenvalues \( 0 = \lambda_1 < \lambda_2 \leq \cdots \leq \lambda_n \). Then

\[
\bar{d}_k(G) \geq n \left( \begin{array}{c} n \end{array} \right)^{-1} \sum_{S \subseteq \{2, 3, \ldots, n\}} \prod_{j \in S} \frac{1}{\lambda_j}.
\]

**Proof.** As in the earlier proofs, we begin by rearranging the right hand side of (8):

\[
n \left( \begin{array}{c} n \end{array} \right)^{-1} \sum_{S \subseteq \{2, 3, \ldots, n\}} \prod_{j \in \{2, 3, \ldots, n\} - S} \frac{\lambda_j}{\prod_{i=2}^n \lambda_i}.
\]

We again bound the denominator and numerator separately and show

\[
\prod_{i=2}^n \lambda_i = \kappa \cdot n
\]

\[
\sum_{S \subseteq \{2, 3, \ldots, n\}} \prod_{j \in \{2, 3, \ldots, n\} - S} \lambda_j \leq \kappa \cdot \sum_{S \subseteq \{1\}} d(S)
\]

where, as before, \( \kappa \) is the number of spanning trees of the graph \( G \).

Since (9) is the same as (5), we only need to prove (10).

**Proof of (10):** By Proposition 2(a), the expression in the left hand side of (10) is the coefficient of \( x^k \) in \( \chi_G(x) \). By Proposition 1, this is precisely \( \sum_{S \subseteq \{1\}} \det(L_s) \). By Proposition 2(b), \( \det(L_s) \) is the number of spanning forests of \( G \) with \( k \) components such that each element of \( S \) lies in a different component. That is,

\[
\sum_{S \subseteq \{2, 3, \ldots, n\}} \prod_{j \in \{2, 3, \ldots, n\} - S} \lambda_j = \sum_{S \subseteq \{1\}} \det(L_s) = \sum_{S \subseteq \{1\}} |\mathcal{F}_S|.
\]

We will show a one-to-one map from the set \( \mathcal{F}_S \) to the set \( \mathcal{F} \times D \), where \( D \) is a set of size at most \( d(S) \). Let \( S = \{s_1, s_2, \ldots, s_k\} \). Fix a vertex \( x \) such that \( d_x(S) = d(S) \) and fix shortest \((x, s_j)\)-paths \( p_j \), for \( j = 1, 2, \ldots, k \). Fix a forest \( F \in \mathcal{F}_S \). Let \( x \) lie in the same component as \( s_j \). For \( j = 1, 2, \ldots, k \) (\( j \neq i \)), we will identify an edge \( e_i \) in \( p_j \) using the following sequential algorithm. Let \( e_i \) be the first edge of \( p_j \) that enters the component of \( s_j \) in the graph \( F \cup \{e_i: 1 \leq \ell < j, \ell \neq i\} \). This way we obtain a sequence of \( k - 1 \) edges \( e = (e_i: \ell \neq i) \). Note that \( F \cup \{e_i: 1 \leq \ell \leq k, \ell \neq i\} \) is a spanning tree of \( G \). Note that the map \( F \mapsto (T, e) \) is a one-to-one map from the \( \mathcal{F}_S \) to \( \mathcal{F} \times D \), where \( D = \bigcup_{i=1}^k \prod_{j \neq i} P_j \). Clearly, \( |D| \leq d(S) \). Thus,

\[
|\mathcal{F}_S| \leq |\mathcal{F} \times D| = \kappa \cdot d(S)
\]

The theorem follows by combining this with (11). ■
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